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The subject of this paper has to do y\{im cognition only in a h‘m%ted
sense since it concerns non human cognitive systems, namely biological
systems exhibiting learning properties. More. precisely the development of
the immune system or the Central Nervous System in an individual, or
else, the evolutionary process at the level of the species, can be viewed as
non directed learning processes. Several basic questions are asked
regarding their mechanisms, and these questions may be relevant, to some
extent, to those encountered in the study of human cognition. Even though
they would not be relevant, at least they would offer an alternative to the
computer paradigm which seems very often the only one people can have
in mind when they want to build mechanistic models of human information
processing.

In this context, I shall try to answer, at least partly, the following
questions :

— how complexity can grow out of a less complex system ?
— what is the meaning of information, if any, in non human information
processing systems ?
— how is non directed learning possible at all, since it implies a kind of
paradox : in order to leamn something new one has to perceive it as a
pattern to be learned, that is one has to recognize it. And if one is able
fo recognize it, it means that this pattern is not new to him, that he
knows it already. Therefore it would seem that no real leaming can ever
take place ;
— another question linked to the previous one : is it possible to describe
'some irreversible process in non directed learning, whereby some
quantity decreases while some other quantity — which will be called the
knowledge — increases ?

All these questions have been asked in basic biology and the
“dogmatic” answer, i.e. the one coming from the so-called dogma of
molecular biology, has been given in the form of a metaphor, the metaphor
of the genetic program : every individual is determined by a computer-like
program written in the DNA sequences of its genes. His development, his
growth, his reactions to the environment acting as a source of stimuli, are
the results of the execution of this program. This program has been written
during the evolutionary process by natural selection, such that the organism
is adapted to its environment ; i.e. it reacts to its environment by sub-
routines written in its genetic program, and called by given stimuli.

The problem with the genetic program is that it is a metaphor which
should not be pushed too far because it leads to practical difficulties and
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the only way to set around it is to modify the idea of a computer program
to such a point that almost nothing is left from the metaphor.

Already from the beginning of molecular biology — and this can be
found in every text book — the so-called genetic program was described as
a very peculiar program since it needs the products of its reading and
execution to be read and executed ; or else, that it functions as a self-
programming program. Additional questions were raised about the
language in which it is written and it was recognized very soon (1] that the
genetic code certainly does not constitute a computer language, being at
most a lexicon. Nevertheless the computer model is useful everytime one
has to deal with the problem of “what is organization” because the
computer represents today a kind of maximum, in the sophistication of an
organized machine.

However, the computer model has a big disadvantage : one finds in it,
at the end, what one wanted precisely to eliminate at the beginning, i.e.
some aspect in the crude observed phenomena which was difficult to
account for by a scientific explanation, so that the model was built in order
to eliminate it. I am thinking for example about finalism in biology and
subjective introspective data in psychology, that the computer models are
supposed to eliminate.

In biology one wanted to eliminate the apparent purposes in the
observed development and adaptative phenomena by sticking to
mechanistic processes but one finds them back in the computer model
since a purpose is always present in any computer program.

In cognitive sciences also it seems that one wants to eliminate the
subjective introspective nature of human experience but one finds it back
disguised within the semantic components of any computer-like model,
where the semantic content must be fed from the spontaneous or natural
human experience.

This is due to the fact that the computer is not a natural system, just
offered by nature to he used as a model for other natural systems like the
living organism or the human cognitive system. It is itself a production of a
human cognitive system. As a matter of fact it is only a particular instance,
a particular kind of production of a human cognitive system.

The fact that computers can do things that human brain cannot do
must not be misleading : it has to do mainly with an increase by several
orders of magnitude in the speed of information processing. This speeding
up of the process is far from being trivial and it has far reaching
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consequences 2! but the logical structure invplved in the functioning of a
computer program is no more th’an the IOglCZ‘ll. structure created b}{ .the
programmer. As such it is a pamcgl:ar productlor} of a humz}n cognitive
system and it should not be more legitimate to use it as a paradigm for how
the human cognitive system functions than any other production of a
human cognitive system, such as a metaphysical theory, or a philosophical
theory, or any system of interpretations that a man can imagine and use to
put some order into its experience in the world.

It is certainly an interesting problem in the history of science to
understand why nevertheless the computer model has imposed itself not
only in human sciences but also in basic biology, after a century where the
central model was the steam machine, which itself had replaced the watch
and the pendulum. As I said before the metaphor of a computer program in
basic biology was meant to account for apparently finalistic genetic
determinations. The word teleonomy was invented in the fifties by
Pittendrish 31 to replace teleology, in order to get rid of finalism in biology.
Apparent purposes are observed in adaptation and development and
classical biology was always mixed up with teleological, i.e. finalist
thinking. In order to get rid of it, the goal of research was stated as looking
for mechanisms with teleonomy, the difference being that in one case
(teleology) one deals with purposeful end-directed processes governed by
an “intelligent, designing mind”, while in teleonomy one is looking for non
purposeful end-directed processes. The computer came perfectly to provide
a model for such a non-purposeful end directed process : the computer
executes a program, mechanistically, without purpose, although it works as
an end-directed process. The only problem of course is, that in the
metaphor of the genetic program the existence of a programmer and his
purpose are forgotten ; of course the nature of the programmer who wrote
the genetic program is left ouside the scope of the metaphor... unless one
wants to say that natural selection works as a programmer writing a
program. Then one is led back to the purpose always present in the work of
a programmer.

It is to try to avoid these difficulties that I got interested in possible
theories of self-organization, where the question was : which logical
prerequisites must be met in order that a self-organizing system exist ? i.e.
a system where no program would have to be fed from the ouside by a
programmer, or a system working like a self programming program.

Now there was a famous demonstration by Ashby “ showing that
self-organization cannot exist.
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The demonstration goes as follows : if, by organization we mean the
laws that govern the behaviour and evolution of a system, a change in these
laws must be produced by the functioning of the system itself in order for it
to be self organizing. Now, if the functioning of the system can produce a
change in its laws, then it is the law goveming this change which must be
looked at as its organization and not the laws themselves : and the law by
which the laws are changed, is, itself constant ; therefore the organization
of the system is constant and there is no self-organization. A true change in
organization must come from the ouside, i.e. the environment of the system
and then, again, there is no self organization.

However, there are two possible ways by which the environment can
induce changes in the organization. One of them is by means of
instructions, as in a program, and then, really, there is no reason
whatsoever to talk about self organization, since the organization is
imposed by a preexisting plan from the ouside. However, there is another
way, namely when changes in the organization are produced by random
perturbations coming from the environment.

Then, if random perturbations can produce a change which is not
mere disorganization, there is some reason to talk about self organization,
even though the triggering of the change comes from outside the system ],
By the way, this holds for random perturbations coming from inside as
well, as it is the case, for example, in thermal fluctuations.

From this comes the idea that randomness must play some role in self
organization. In order to formalize this kind of thing one had also to define
more precisely what is meant by organization. This can be done in a
number of ways by different formalisms, such as automata theory, or
information theory. When one looks in the literature to see what is meant
by organization in general, in a kind of naive or self evident way, one finds
two different, in fact opposite properties. One is repetition, order in the
form of strong constraints between parts, or between states in time. This
property in its most general form is called redundancy and it is a measure
of how much knowledge about parts of the system allows to know
something about other parts, due to known constraints between them.
However, depending on the authors, one finds also variety or diversity as a
property typical of the existence of an organization, especially when
complex adaptable behaviour is exhibited. This property is in fact opposed
to the first one, and it is a measure of the uncertainty or unexpectedness, or
the so-called information content of a system in the formalism of
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information theory. As such it can be used to measure the complexity of a
natural organization.

These two opposite properties appear both as obvious features of what
is organization and therefore a good theory must take them both into
account in such a way that an optimal organization will appear as a kind of
compromise between maximum order or redundancy and maximum
disorder or complexity (6],

From then on, it is possible to see how random perturbations can
produce a change in organization by reducing the redundancy and
increasing the complexity of a system, at least, up to a certain point, as
long as there is enough redundancy to keep the system going. This is the
so-called complexity from noise principle, at the root of the formal theory
of self organization that I have worked out several years ago. [5.6.7.8,9]

This theory states something about necessary conditions for self
organization :

— the initial redundancy must be high enough to start with, since it has

the role of a potential for self organization to be reduced in the process ;

~ some inertia must exist in the response of the system to random
perturbations so that it is not going to be destroyed too quickly in order
for the initial redundancy not to disappear right away. (A good example
is that of liquid crystals and biological macromolecules where thermal
noise can produce changes in conformation before it destroys the whole
structure of the molecule, whereas the high repetitive order of crystals
can exist only in one form and is completely destroyed almost at once
when the “dose” of thermal noise - i.e. the temperature — reaches some
threshold).

Of course these are not sufficient conditions because the sufficient
conditions have to do with specific forms of functional organization, i.e.
with specific functions performed by the organized system, and giving a
meaning to its organization. I shall come back to this point later.

This theory can give some answers to the questions asked at the
beginning :

— what increases in learning is the complexity of the leaming system
itself and what decreases is its redundancy ;

— the paradox of the impossibility of learning is solved by assuming at
every stage a given pattern within the leaming system to be projected
into the environment and fit approximately with something in the
environment. This fit is enough for this thing to be “recognized”.
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However, the fit is not perfect and the errors trigger modifications in the
pattern whereby a new pattern is generated and something is learned.
Again the newness comes from the errors or the noise in the fit.

What about the meaning ?

This theory was stated in a formalism where the meaning of
information is completely disregarded, namely the probabilistic Shannon
information theory. But this had an advantage in pointing out clearly where
the effect of something like the meaning of information had to be taken
into account, even in non human, natural, information processing systems.

More precisely, on the one hand, it is possible to analyze channels of
transmitted biological information in the purely probabilistic Shannon
sense, at the molecular level of the organization of living cell : the linear
structure of the DNA as sequences of nucleotides can be viewed as input to
a channel ; the linear structure of the proteins as sequences of amino acids
can be viewed as output ; and the correspondence between them as it takes
place in protein synthesis, can be treated as a noisy channel in Shannon
sense, without taking into consideration any element of meaningfullness of
the transmitted genetic information.

However, at the level of the cell itself, this meaning exists and is
manifested as the function of the cell. The transmission of information in
the protein synthesis channel will result in correct or incorrect proteins and
this will have different consequences at the level of the cell metabolism
i.e., of the functioning of the cell. In other words the meaning of the
genetic information is to be found in the effects of this information on its
receiver, the receiver being the cell itself. Or else, the meaning of the
genetic information is to be found in the phenotype. Thus, one can ascribe
some meaning to information transmitted in a non human communication
channel, and this meaning can be described as the effect of the information
on the state of the receiver.

(Let us notice that this definition is certainly poor as compared with
what we know or do not know about meaning in human communication,
but it does not seem to be wrong. At least a part of what the meaning in
human language appears to be can fit this definition : it seems to me that
the effect of a message on the state of the receiver when the receiver is a
human brain is certainly a part of what makes the meaning of a linguistic
message).

Now, the basic observation which was used to formalize the theory of
self-organization by positive effects of noise, had to do with a change in
the level of observation (6,71,
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To recall it briefly, the effect of noise acting on a channel of
communication between x and y is to reduce the information transmitted in
the channel by an amount called the ambiguity, thus counted netatively :
for example, one of the Shannon formulae for the transmitted information
from x to y is

T(x ; y) = H(y) - H(y/x)
where H(y) is the information content or complexity of the output y and
H(y/x) is the ambiguity-function, produced by the noise.

However, if one is interested in looking at the system, not at the level
of the channel output but at that of the whole system containing x and y as
related parts, then the same ambiguity function H(y/x) will be counted
positively, since

H(x,y) = H(x) + H(y/x)

In other words, the contribution of x and y to the overall information
content or complexity of the whole system increases when the ambiguity
between x and y increases. Thus, the sign of the ambiguity changes
depending upon the level at which the observation is made. Moreover, this
change in the level of the observation is also a change in the level of the
organization itself.

In the example of the cell and the protein synthesis channel, what is
seen as detrimental by the cell, i.e. errors in protein synthesis, may be seen
as beneficial, i.e. an increase in variety and diversity of cells at the level of
the organism.

This means that we have also to consider transmission of information
from one level to the other in a multi-level organization ; and this
information from one level to the other must not be taken in the Shannon
sense, but in its complete sense, i.e. including its meaning, defined as its
effect on the receiver.

Thus, the fact that a multilevel system is able to utilize random
perturbations means that it is able to create new meaning of information
transmitted from one level to the other. This creation of a new meaning is
what reorganization is about. We, as external observers do not have access
to these meanings, since we only see the end products and the changes in
the structure and performances of the whole system. That is why the
complexity from noise principle could be stated in a formalism where the
meaning is not taken into account and the appearance of a paradox (noise

creating organization) because it worked as a double negation : destruction

of a kind of information where the meaning is absent is a way for us as
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external observers to describe the creation of meaning within a natural
system, when we do not have enough control on it to have access to the
information transmitted from one level to the other.

Now if one wants to come back to human cognitive systems and try to
apply the theory of self organization by complexity from noise, then, we
have seen that non directed learning can be thought of as a process of
complexification with decrease in the initial redundancy and increase in
diversity. By this process, new meanings are created by and within the
cognitive system itself. When we apply this idea to the acquisition of
language, seen as a self organizing system, the older stages or first steps in
the process appear as states of undifferentiation, with high redundancy in
the sense that many different signs and symbols are equivalent because
they have vague, overlapping ambiguous meanings. It is only at later
stages that the language has become more diversified, more differentiated,
as a result of a reduction in redundancy such that every sign becomes
efficient in a different specific way.

Therefore a semantic unambiguous content is not to be found at the
beginning of the process as some property to be added to, or part of, built
in syntactic structures, but rather at the end of the process ; starting from a
non specific, polysemic and to some extent presyntactic structure, ending
as a strictly defined syntax, with completely non ambiguous meanings, as
in artificial logicomathematical language.

From this point of view the evolution of the semantic component of
language is not seen as an acquisition of polysemy and metaphorical
meaning starting from well defined literal, non ambiguous meaning, but
just the opposite.

The initial stages are characterized by a lack of specificity, i.e. a
wealth of non differentiated meanings, acting as a potential for future
literal meanings. And the latters appear at the end as a result of a reduction
in the initial redundancy and a creation of a one to one correspondence
between a symbol and its effect or meaning. (There seems to be a
contradiction with what I have said before since this process appears to be
a reduction in ambiguity whereas we have seen that complexification is
produced by an increase in ambiguity between the parts. Again this is a
consequence of the change in the level of observation. The meaning of
language we are talking about now, is in fact the value of each part of the
system, i.e. each sign or symbol, viewed from outside, by us as external
observers of the language considered as a self organizing system. The
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ambiguity between parts increases in the sense that every one of them
becomes independent in a semantic “space”, by acquiring a specific value
or effect — what we call its meaning — independant from that of the others ;
whereas at the beginning, in the undifferentiated state, with polysemy and
apparently metaphorical meanings, many different signs are equivalent,
sharing common meanings, ill defined to our eyes which implies that the
constraints between them are strong, i.e. the ambiguity in the
communication between them is minimum).

It is interesting to see what happens when the process is led to its
extreme, in the form of an artificial logico mathematical language. There is
a one to one correspondence between the symbol and its meaning but at the
same time, as a formal language, it can exist as a structure of symbols
without them having any meaning ; in other words, whenever the language
reaches the state of having non ambiguous meanings, it can be formalized
and exist without any meaning. This would imply that what makes really
the meaning of things and words in non formal language is precisely their
polysemic nature rather than their possible unambiguous theoretical
semantic content.

This will lead me to a second remark regarding the relationship

between linguistic theories and the acquisition of natural language by so-

called native speakers. The first remark had to do with the application of
the complexity from noise principle according to which specificity and
complexity, appearing as literal meaning in this case, come at the end as
the result of a progressive restriction of initial non differentiated,

apparently metaphorical, meaning. (This does not imply necessarily that a
truly metaphorical meaning is developed in the early stages of language
acquisition, before the understanding of literal meaning is acquired by the
child. This non differentiated meaning appears to be “metaphorical” by
analogy with our adult experience of metaphors which is based of course
on our ability to recognize literal meanings and distinguish them from
metaphorical ones. Therefore, it may be the case that a second stage with
(adult) metaphorical meanings appears, or is retained, after the acquisition
of literal meaning took place. It has been suggested 8 that such a
recharging in redundancy might be one of the functions of the paradoxical
sleep. Electrical cortical activity seems to be widespread to the whole
cortex indicating less inhibitory associative activity ; simultaneously,
differentiation effects of unambiguous identification and definitions seem
to be removed and (metaphorical) associations occur in dreams while being
otherwise inhibited.)

NOISE, COMPLEXITY AND MEANING IN COGNITIVE SYSTEMS 247

The second remark has to do with the fact that grammar and linguistic
theories have taken the form of deterministic procedures written in formal
languages, which makes them irrelevant, to some extent, to the problem of
natural language acquisition. Not only native speakers do not seem to have
any kind of innate rational grammar but such grammar must be imposed on
them by directed learning as logics and mathematics. Quine's (10]
distinction between fitting and guiding rules is relevant here. The rules
discovered by the grammarian are aimed at fitting the actual production of
native speakers' well formed strings. Even though they would succeed
perfectly, it would not mean that they are identical with the unconscious
rules which guide this production. In the same way as an electron is not
supposed to know, even unconsciously, the rules deduced from
Shroedinger's equation which fit the observations of its behavior. It is true
that there is always a temptation to believe that the electron — and the
native speaker — is guided by the rules. This may be more justified for the
electron because it is no more than a solution of the Shroedinger equation
in the sense that it does not manifest itself outside the scope of
experimental and theoretical physics. Can we say that the native speaker's
language is no more than the grammar in the sense that it would not
manifest itself outside the scope of linguistic theories ? In his above
mentioned article (concluded “with a plea against absolutism™), Quine
showed how the purpose of logical analysis of sentences is different from
that of grammar, and that both purposes are operational. They paraphrase
sentences of ordinary language with technical symbols in order to gain
some clarity and efficiency having in mind a given, specific, operation to
be performed (logical analysis to remove paradoxes, or algorithmic
production of well formed strings). The tools used in the paraphrases such
as logical symbols and quantifiers, or algorithmic trees, are no more
implicit in the ordinary language than other specific technicalities such as
the fourth dimension in Physics to deal with time or the binary code for
computer programming. Again, natural scientists are tempted to believe
that these specific language tools are implicit in the natural phenomena
they succeed to account for or to master. It seems to me that it would be
even less justified to believe that logical or linguistic structures are implicit
in the ordinary language viewed as a natural phenomenon.

In fact, even the fit is not perfect. The criterion of well formed strings
is a criterion for grammarians which not only is not enough to account for
the meaning, but contradicts the native speaker's criterion of
meaningfulness. He must leam the grammarian's criterion as an artificial
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one, just like logics and mathematics, and in so doing he is forced to
eliminate meaningful strings as not well formed or to include well formed
strings which are spontaneously meaningless to him. He learns
progressively to combine the two criteria together just as one learns being
logical in life by combining logical criteria of decision with spontaneous
ones whereas the set of spontaneous criteria was not logical to start with.
Thus, the existence of an innate competence to form infinite meaningful
strings does not imply that it has the rational and logical structure of a
grammar. The most prominent feature of rationality and logics is the use of
negation, with the derived law of non contradiction, and the even more
derived use of demarcation by social consensus about what is meaningful
and what is not. Generative grammars (like other grammars) are nothing
else than systematizations of this directed learning process by setting
written rules for such demarcations. As it was the case regarding more
classical grammars, Wittgenstein's remark is still pertinent : “Grammar
does not tell us how language must be constructed in order to fulfil its
purpose, in order to have such-and-such an effect on human beings. It only
describes and in no way explains the use of signs” (111, What differentiate's
generative grammars from more classical may be the logical level of its
rules : while classical grammars were satisfied with rules of demarcation,
generative grammars are looking for rules of production. As such they may
be very useful for artifical languages to be produced in a logical way by
algorithmic deterministic procedures whereas the old grammars would not
be of any help in this task ; but nothing more as far as natural languages are
concerned. Instead, it is possible that the use of probabilistic algorithms
and heuristics would bring closer to natural language, since the use of
some degree of indetermination and randomness seems to be a necessary
ingredient to account for self organizing properties. Recent works on
random networks (2} and networks of probabilistic automata (121 may
provide some tools for progress in this direction.
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